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Innovation s often the hidden thing,
because we can't put numbers to it.
And yet it's the thing that defines
the way we live, the things we'd like

to have for everyone whether it's
health or education.

— Bill Gates —
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This book “Innovations in Education” is a collaborative mitiative by
Sreekrishnapuram V.T, Bhattathiripad College, University of Calicut,
This aims to comprise the research perspectives of E-teaching and
E-Content development. Researchers are from different educational
backgrounds and they all are here to express their innovative ideas. Now,
there is a lot of researches going on in this arca of E-teaching and
E-Content development. This book aims at motivating beginners in
E-teaching by introducing new methodologies, going through
discussions about the impact of digital teaching in the higher education
arca, and also provides new insights about E-teaching and E-learning. It
is the nced of the present day scenario, We extend our sincere gratitude
to all who stood along with us in this great venture. We congratulate all
the authors for their contributions to this volume.

This book suggests some approaches that they can adopt to
manage this sudden shift of teaching and learning from physical
classrooms to digital classrooms. Even though the internet and all the
E-teaching technologies are around us for a long time, we were hesitant
of implementing these into our Teaching-Learning process. This book
aims to walk along with the teachers and guides them to a new era of
E-teaching.

We must thank our publisher Mr. Suresh Chandra Sharma,
Managing Director of Neelkamal Publications Pvt. Litd., New Delhi-
Hyderabad, who has taken a lot of interest in this book. His efforts to
bring out the Book in the excellent form will always be remembered.

We feel happy to entertain any suggestions and additions for
refinements of this book and all such modifications will be taken care of
in the next issue of the book.

Edrtors
Dr. Jayasn Eramchers [Ulam
Dr. Sarithia Namboodini
g Blavya P.V.
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-
ABSTRACT

Massive Open Online Course (MOOC) is most widely used online
teaching method today. Fruitful teaching must accompany with reliable
feedback system. The satisfaction level of learners while doing these
courses is not much evaluated yet. Ongoing feedback system is based on
questionnaires or reviews. MOOCs attract many learners from all over the
world, so there is a need to enhance the MOOCs content to meel the
individual needs. This paper proposes a method to evaluate satisfaction
levels of learners from their facial expressions. This system crzpfurexfﬂﬂlfﬂ'
image of the learner, while they attend the course. Using Convolution
Neural Network (CNN), system recognizes the facial expression of learner-
Analysis of facial expressions obtained at regular intervals of each lecture
of different learners is recorded and evaluated. Adaptive learning is an
emerging teaching method to improvise course content according 10 the
performance of learner. MOOC can utilize this evaluation report for
adaptive learning. Adaptive learning helps MOOC 1o reduce dropouts

during the course.
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Facial Expressi ition Us;
pression Recognition Using Convolution N ural N
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12.1 Introduction — %

Open online distance lt“drning n higher educas:

ularity with Massive O . MBher education hag

5 lt}‘ all 1 ble vy OMline Courses (MOOCs), N b
r S A . . SAS). New we

technologies allow scalable ways to deliver video R ——— e we

i dc ' - - 2 cme
social forums and track student progress in MOOCs These coppr. plement
‘massive’, since there is no limit to ] ) se courses are called
ma 2 Imit to the number of registered students/learn,

4 e - . . - T e "
and ‘open’, because the coursecontentis openly-licensed el rs

on]:il-]edand they have:a specific structure with 4 definite material to pe
studied.

[Uil:kl_‘,' Erown

This type of e-Learning system shows a considerable amount of
difference than the traditional classroom style education because it enables
learners to overcome the spatial, temporal and environmental limits. For
example, MOOCs are available online at any time, regardless of the daily life
hours, which implies that students can get access to all the course materials
other than the official school hours. Not only can the learner retricve readings,
texts, and video contents, but also live forum based interaction from other
students and instructors around the globe is made possible thanks to the

assistance of the network, even solving the spatial limitation issue.

However, on the other hand, MOOQOCsS are criticized for the low
completion ratio. The completion ratio will be affected by many factors.- In
this paper we will analyze the effectiveness of I\-'I()O‘C lcctures'by analyzing
the facial expressions while listening the videos. Facial expression detection
method is an effective way to analyze the different understandln\g;c\-*els ;}t
person and also proposed a method to improve the lectures based on the
results obtained after analysis.

e Ll ing Mini_Xception
Facial Expression Recognition 15 implemented using 5 'd}nrif\r
L : : 1ch. Though there are methods to 1dentil
O M s EAIE SRp i [ligence techniques, this
expressions using machine learning and artificial Intellige s e
work attempts to use CNN and image classification metho ml g ;f
’ : » imares. Images C
“Prcssionsznd classify the expressions according to the image - t‘cqrcd
; . apes arc the §
learners are captured when they attend the coursc. Image

using CNN to recognize the f:xpr_cssmn.l Syl

interval we can analyze the satisfaction level o

improve the quality of MOOQOC courses.

12.2 Literature Survey

MOOC courses are highl.y dt:m‘:rls :
kHOWIedgc levels of pcoplc in various arcd

After taking images in 2 regular
¢. This approach helps to

it helps to improve the

anding o ts. Recently, some
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- ———EEEE

e
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=

netitutions have tried to balance this high level of demand using the Moo
“Massive Open Online Course”. This term was coined in 2008 by Gear
Siemens and Stephen Downs after completing the online course CCKoginl

The most important issues facing in both academic literature i the
high rate of dropouts among MOOC learners. E%'L‘n though large numbe, of
participants enroll on these courses, the completion rate for most courses ;;
below 13%'2), This paper analyses MOOC erosion based on several differen;
attributes. Firstly, we analyze existing literature relating to MOOC dropout
rates, together with existing outcomes on completion rates and analyses
several specific courses, which identify factors that correlate to likelihood of
dropout. The paper provides a meta-analysis of the basic figures on overal]
dropout rates previously collected to identify relationships between course
factors and dropout rates. Moreover, the literature is reviewed from qualitative
views together with the findings on the reasons for dropout and ways
suggested for resolving or reducing the dropout rate. Secondly, using themes
emerging from the initial investigation, the paper provide a preliminary
analysis of data gathered from a Computing MOOC run by the University of
Warwick, UK and presented using a Moodle platform. The results indicate
that many learners who may be categorized as dropouts are still participating
in the course in their own preferred way. This suggests that the structure of
“a course” may not be helpful to all learners and supporting different patterns

of engagement and presentation of material may be beneficial.

There are numerous areas in human—computer interaction that could
beneficially use the capability to understand expression. Most of them are
based on facial expression recognition and speech signal analysis®™l. Another
possible approach for expression recognition is physiological signal analysis!?.
In this area,traditional tools for the research of human emotional status are

based on the recording and statistical analysis of physiological signals from
both the central and autonomic nervous systems®),

Researchers at IBM recently reported an emotion recognition device
based on mouse-type hardware!®l, Eventhough they illustrated the possiblility

ofa physiological signal-based emotion recognition system, several aspects of

its performance need to be improved before it can be utilized as a practical
system. First, their algorithm development and performance tests were carri
out by using data that reflect deliberately expressed emotion.

Moreover, their data were acquired from only one subject, and, henct,
their emotion recognition algorithmis user-dependent and must be tuned 103

LT

—_ e e T
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fic person. It is : o
speclﬁ‘- per normal to begin fy

om the dey
dependent system, as the speech evelo

: SE
I Dcnllellt E-}"St‘ n'.l.. NL\E thﬁ'.le. a4 5 i .]' . | | .

Pmcﬁ.;al application, so that the users do not have to be consid ~
training of the system. According to our knowledge, there i 11‘01151 Frcd with
that has demonstrated a physiological signal-based emutin, -1
system that is applicable to multiple users, N recognition
Another problem with current systems is the re
At present, at least 2-5 min of signal monitoring is
For practical purposes, the required monitoring t

further.

The system contains different stages which includes characteristic
waveform detection, feature extraction and pattern classification . Although
the waveform detection and feature extraction stages were designed carefully,
there was a large amount of within-class variation of features and overlap
between classes. This problem could not be solved by simple classifiers, such
as linear and quadratic classifiers, that were adopted for previous studies with
similar purposes.

quired length of signals,
required for a decision.
ime should be limited

Deep learning in neural networks has wide applications in the area of
image recognition, classification, decision making, pattern recognition etcl.
Though there are methods to identify expressions using machine lenmi'ng
and Artificial Intelligence techniques, this work attempts to use deep ]c'af'mng
and image classification method to recognize cxpressions-and L‘:]&SSlf‘\" the
expressions according to the images. Various datasets :lIe.qu.snga.tcd and
explored for training expression recognition mode‘l are exp‘l;unﬁd in this Hapfa:i
Inception Net is used for expression recognition \th Kaggle (l-‘aaﬂ
Expression Recognition Challenge) and Kﬂf’“ml“a D'f'?cwd Egj?mit:?
Faces datasets. Final accuracy of this expression recognition model using

Inception Net v3 Model is 35%(~).

12.3 System Architecture

; - divides a

The Architecture is divided into three modul;i Hmt[:\?jj; ig.12.1)

i : d at regular INPETVAIS LEEA: 2Ee 2
lecture into 4 quarters and images are Capmt::stc d using CNN to recogmzc

In the next module captured images are g - ol
tXpression Fig.12.2. A]lffacial expressions at regular intervals are analy
(Fig.12.3) to get review about the lecture.
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Figure-12.3: Analysis of Expression
The overall system architecture divided into three phases:
1) Dividing each lecture into four quarters
il Facial Expression Recognition
] Analysis of Expression
Il Dividing cach Lecture into Four Quarters

it : . : “dea is spli into four
Initially, for each lecture, total duration of the video1s splitted into fc
“qual quarters. Fach quarter again split at regular 1ntt.nalb:Thc nl}-dct
. . % - . _ ) . - c LS reh cam
“apture facial images of learners during these small periods using web ¢

while listening to a lecture.

W Facial Expression Recognition
. . ; . expression of learners
In this phase, system trics to understand the expression ¢ t
i : - PG S system
vhile watching a lecture. After collecting 1mages for cac hl':ll'.l'lml:;«lh_nﬁwt'k
; s . "Canv 101 Uil INCTW
Preprocess these images. Using techniques of Convolutional lt'. ime
ON ‘ st vl WA » pbhtained.
'ONN) the expression of learners for each time period will be obt
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iii) Analysis of Expression B
Hressions of four quarters to find wh
. Expression for each quarter obtaineg
rervals in each quarter. For each il
t X s B ’
B NS e the expressions(E1) of
example, for c:_lu.n'i.z'l'] (Q1) compare [h.L. t‘\-f'w . ( ) ﬂ.learngm angd
4L1;11_-1a.1[-1.f“lﬂ“l-'f”}'v find expressions for four
ssions, find whetheran improvement need fior
ing expressions for four quarters of eag,

This phase analyze the ex
need a modification in a lecture.

analyzing the images within the n

evaluate the c.\]"-ru:shism tor «
quarters. Based on these expre
particular quarter. Then by compar g i _
lecture find the feedback for the whole lecture. If there is an mprovement

needed in at least one quarter then reporta modification for pﬂ.rtlclﬂar ltcmrg‘

Ortherwise no change needed.
Based on these feedbacks we can easily understand the area which need
improvement and can make appropriate changes to make the lecture better.

12.4 System Implementation Using CNN

12.4.1 Dataset

Facial expression recognition (FER) data-set from Kaggle challengeis
downloaded . The data consists of 48x48 pixel grey scale images of faces, The
faces have been automatically registered so that the face is more or less
centered and occupies about the same amount of space in each image.Thc
task is to categorize each face based on the emotion shown in the facial
expression in to onc of two categories (0=Not Clear, 1= Clear).

The training ser consists of 35,888 examples. train.csv contains two
columns, “expression” and “pixels”. The “expression” column contains 3
numeric code Q or 1 inclusive, for the expression that is present in the image.
The “pixels” column contains a string surrounded in quotes for each image-
The contents of this string a space-separated pixel values in row major order.
Loading Dataset

First the code loads the data-set and pre-processes the images for
feeding it to CNN model. There are two functions in the code snippet:
1. defload_fer2013: It reads the csv file and convert pi.\;cl sequence of
each row in image of dimension 48*48. It returns faces and c:':prc.f-siﬂl"
labels.

2. defpreprocess_input: It is a standard way to pre-process images by
scaling them between -1 to 1. Images is scaled to [0,1] by dividing 1t by
255. Further, subtraction by 0.5 and multiplication by 2 changes the
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Training CNN Model: Mini Xception
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Figure. 12.4: Proposed Mini Xeeption Architecture for Emotion Classification
The center block of the architecture is repeated 4 times in the design.
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. architecryre i different from the most common CNN architecture,
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There are various techniques that can be kept in mind while builg;
deep neural network and 18 dppllulhli-' In most of the compuyter ﬁsiq:
problems. Below are few of those techniques which are used whjj ey

rol ‘ -'. ne

the CNN model below. g

o  Data Augmentation: More data 1s gcuc_rntt.ju? using the training setby

applying transformations. It is essential if the training set ot

sufficient enough to learn representation. The image data i Produced

by transforming the actual training images by rotation, crop, shifs
shear,zoom, flip, reflection, normalization etc.

o  Kernel_regularizer: It permits to apply penalties on layer parameters
during optimization. These penalties are combined in the loss functiop
that the network optimizes. Argument in convolution layer is nothing
but L2 regularisation of the weights. This penalizes peaky weights and
makes certain that all the inputs are considered.

*  BatchNormalization: It normalizes the activation of the previous layer
at each batch, i.c. applies a transformation that maintains the mean
activation close to 0 and the activation standard deviation close to 1. It
reports the problem of internal covariate shift. Tt also acts as a
regularizer, in some cases eliminating the need for Dropout, It helpsin
speeding up the training process.

*  Global Average Pooling: It reduces each feature map into a scalar
value by taking the average over all elements in the feature map. The
average operation forces the network to extract global features from the
Input image.

*  Depthwise Separable Convolution: These convolutions are composed
of two different layers: depth-wise convolutions and point-wise
convolutions. Depth-wise separable convolutions reduces the

computation with respect to the standard convolutions by reducing the
number of parameters,

12.4.3 Testing and Evaluation

While performing tests on the trained model, it was observed that
H:mc-lel detects the expression of faces as neutral if the expressions are not made
,d]sn nguishable enough. The model gives probabilities of each expression class
in the output layer of trained mini_xception CNN model. Test the model

using a test data captured using webcam, Record the result in each interval-
Summarize the report for evaluation,

g#
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(2.4.4 Analysis

Caprure images of different learners while learning a particular course.
necord the output as 1;1h|e."cu-1lsists of time and expression, Compare and
1|\1;L1\""f the expression of different learners at the same time in the same video
:|‘-~gt1'11‘f to get an analysis report. Set a

wreshold value for ana

lysis, If majority
fexpressions are positive or above certain t]

wweshold value,there is no need of
improvement otherwise the lecture at that particular time need improvement.
1t

12.5 Results

- Yigure-12.5(b)
Figure-12.5(a) Figo

IEQQ 5 1 A I €1 1 Cledar o1 1 I Clear k‘.'l 1 i |13 ' e .‘_.”-thTlt.
[ "Ure i ; ; : 0 ,]“ql] ] ] _{ ecture at
‘I‘—J . S ¢ 118 ‘ by Ed ‘.\‘lfh content o

. P e P e video content
that fime. Figure 12.5(b) shows that learner is satisfied with the vic
dtthat time.

12,6 Conclusion and Future Work

. YOC
. R 1z 1in MOC
Ihis project 1s an attempt to mtn?dlm : scture  for expression
Platform Systemn  uses Mini_Xception ﬂwlnk‘“ lerstanding level of
. § : il Sl wderstanding
dilﬁsiﬁcaltion Expressions are the exact reflection "): N ..I d time feedback
- Express . P

“nerln future this system can be implemented 2

5 ) ey t
SR ST differen
Sy¢ "NN architecture can be trained using
8tem. Also the same CNN archite
. utﬂiuts‘
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